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The article deals with the most important problems of protection of human rights in the field of personal data connected with 
information collection through the visual tracking. The possible risks of using CCTV (closed-circuit television) cameras and the 
consequences of their improper use are considered. In addition, the authors assessed the relationship between the public security 
interests and the need to protect the privacy of the individual citizen. This study is related to the widespread digitalization of society 
and the expansion of application scope regards the face recognition technology.  
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Introduction 
Ensuring security has always been one of the priorities of the state. Moreover, the immanent need of a person for protection, which 
was ranked by a famous psychologist Abraham Maslow as one of the most important, in many respects determined and defines the 
necessity of the state itself. Even in XIX century, in the dictionary of F.A. Brockhaus and I.A. Efron it was stressed "personal and 
property security is the most important guarantee of human development”([The Brockhaus, 2019. Lack of security of personality 
and property is equivalent to the lack of any connection between human efforts and the achievement of the goals for which they 
are made. The citizens are willing to be partially restricted by specialized government agencies that, with a set of effective policing 
tools in their hands, will be able to provide security.  
Of great interest in this context are the results of a large-scale sociological survey conducted by NORC, one of the largest 
independent social research organizations in the United States, together with the Associated Press. It showed that more than half of 

US citizens (54 percent) are willing to sacrifice their freedom if necessary for security and counter-terrorism purposes (AP-NORC, 
2020). At the same time, it is most relevant to define the boundaries of such an intervention and to establish a clear procedure for 
its implementation. This topic becomes particularly important in the context of new digital technologies implementation. At present, 
Russia is actively implementing the "Safe City" project, which involves the use of a set of software and hardware and organizational 
measures to ensure video security and technical safety. Such systems are also being installed in some objects of transport 
infrastructure (airports, metro stations) to ensure transport security (Decree, 2016). 
 

Methodology 
According to some authors, the use of video cameras is not only an effective means of preventing offenses, but also an effective 
tool for their investigation (Gavrilin, 2019). In addition, the analysis of video streams in combination with the use of facial 
recognition technology in order to control the implementation of the ban on visiting the places of official sports competitions on the 
days of their conduct is also seen as promising. According to the researchers, the structural system should be designed in such a 
way that when a person subjected to this type of administrative punishment is recorded, he or she will be immediately detained 
(Shavaleyev, 2017). As far as the legislation is concerned, at present, there is no special legal regulation on the use of personal 
identification technologies and it is necessary to be guided by general rules, in particular by the legislation on personal data. 
According to the art. 3 of the Federal Law "On personal data", personal data are any information related to a directly or indirectly 
defined or identifiable natural person (Federal Law, 2006). The data on individuals, which are collected through video surveillance 

with a facial recognition system, are biometric personal data within the meaning of Article 11 of the said law, because they 
characterize the physiological and biological characteristics of the individual and are used to identify him.   
T.A. Kuharenko, in the article-by-article commentary to the Federal Law N 152-FZ "On personal data", indicates that biometric data 
can be processed only with the consent of the personal data subject. Moreover, such consent should be necessarily executed in 
writing (Kukharenko, 2006). This is also established in the Clarifications of Roskomnadzor "On the Questions of Attribution of Photo- 
and Video Images, Dactyloscopic Data and Other Information to Biometric Personal Data and the Peculiarities of their Processing", 
which directly say: "Taking into account that the purpose of processing the above information in biometric identification systems is 
to determine the identity of a particular person, as well as the fact that this information contained in the template characterizes the 
physiological and biological characteristics of the person - the subject of personal data, then such strict requirements for the 
processing of biometric personal data are explained, first, by the nature of such data. Biometric data make it possible to identify at 
any moment the person concerned by the biological peculiarities inherent only in him/her. Therefore, their processing creates 
significant risks for the protection of citizens' rights and freedoms. The level of development of modern technologies makes it 
possible to falsify not only ordinary personal data, but also biometric data. Their leakage, for example, by changing their 
appearance, using special make-up that not only avoids identification, but also makes the system recognize as the face of another 
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person, can have serious consequences for the person concerned: he or she will no longer be able to use compromised biometric 
data and subsequently identify himself or herself reliably (Brassolov et al., 2019). 
At the same time, A.I. Saveliev in his comment to Federal Law No. 152-FZ notes that "a photo and video image of a face as such 
are not biometric data, but become it when the operator uses specialized facial recognition systems for various purposes, including 
security (Saveliev, 2017). 

In view of this fact, the court dismissed the suit of a Moscow resident who demanded that the use of facial recognition systems in 
the work of surveillance cameras be recognized as illegal. He pointed to the fact that the obtained images can be identified only by 
comparing the image with those provided by the police. At the same time, the Unified Data Center (UDCD) itself, where the data 
from the cameras are flocked, lacks the necessary personal data (iris, height, weight and other biometrics) required for 
identification. In addition, Part 2, Article 11 of the FZ-152 establishes a number of exceptions in which consent to the processing of 
biometric personal data is not required at all. For example, data processing is provided by the Russian legislation on security (for 
example, the Federal Law "On security"); on detective-search activity (for example, the Federal Law "On detective-search activity"). 
On this basis, under the current legislation video surveillance with the recognition of persons in public places can be used without 
the written consent of visitors only if it is carried out for a public purpose and falls under the list of exceptions provided by Art. 11 of 
the Federal Law-152.  These provisions are also correlated with Article 55 of the Constitution, which establishes that the rights and 
freedoms of a person and a citizen (including in the field of personal data) can be restricted by the federal law only to the extent 
necessary to protect the foundations of the constitutional order, the rights and legitimate interests of other persons, to ensure the 
defense of the country and security of the state.  
The effectiveness of the system and the prospects of its application are confirmed by the data of the Ministry of Internal Affairs. 
Thus, according to a representative of the Main Directorate of the Ministry of Internal Affairs for Moscow, in two years of application 
of facial recognition technology it was possible to detain 90 wanted with the help of 1000 cameras installed outside the entrances of 
residential houses.  In addition, every month, thanks to the subway cameras it is possible to detain from 5 to 10 criminals. At the 
same time, there was no need to increase the number of police officers (The Ministry, 2020). To identify the criminals in the above 
example were used technologies FaceT and FindFace - products of the Russian company NtechLab.  
However, this is not the only company that develops facial recognition algorithm. For example, a number of other cities are using 
Securos Face lnspector based on Securos Premium 6.2 R3 software developed by the Russian company ISS as part of the Safe City 
project (Stepanov, 2012). It is not prohibited by law to use technologies of foreign companies, which raises reasonable concerns 
among researchers. Thus, E.N. Matyukhina points out in her article that the use of foreign software may pose a threat to national 
security (Matyukhina, 2019). In our opinion, in order to increase citizens' confidence in this technology, the possibility of using the 
algorithms of foreign companies should be excluded.  When analyzing the pros and cons, the application of the system should also 
take into account the possibility of "false positive" recognition results. The developers themselves point out that it is impossible to 
create a system that would in 100% cases correctly identify a person.  In a number of European countries, as well as in the United 
States, there have been many cases of incorrect recognition of faces. Thus, at the Champions League Final in Cardiff in 2017, the 
system mistakenly identified more than two thousand people as criminals, (Welsh police, 2018) and when testing software 
distributed by Amazon, it mistakenly identified 28 members of Congress as people who were arrested for crimes (Amazon face, 
2018). Test results also revealed racial bias, a problem common to many facial recognition systems (Buolamwini, Gebru, 2018). All 
this has led, for example, to the complete ban on facial recognition technology in San Francisco. At the same time, human rights 
activists noted that even if facial recognition was 100% accurate, police could still abuse this technology against protesters or 
members of certain communities (San Francisco, 2019). 
 

Discussion 
In our opinion, such a measure is excessive, as it completely excludes the possibility of applying digitalization achievements to 
reduce crime rates. Nevertheless, in order to ensure a compromise between the desire of citizens to protect their privacy, to exclude 
the possibility of involuntary interference in it and the need to ensure security, it is necessary to clearly regulate the procedure for 
entering a person into a database of criminals and strictly define the range of those actors who may have access to such a 
database.  The importance of detailed elaboration of these aspects is confirmed by the case of the detention in the metro of Mikhail 
Aksel, who was recognized by the system as a wanted person because his data were entered into it. After clarification of the 
circumstances, it turned out that there were no grounds for including Mikhail Aksel in the wanted person’s database (Face 
recognition, 2020). Such cases, taking into account that the legal protection procedure in such a situation remains unregulated, 
significantly reduce the level of citizens' trust in the technology used. It is necessary to clearly define the circle of persons 
responsible for erroneous entry of persons into the search database and provide for the possibility, at the citizen's request, to delete 
his data from the register. In addition, it should be established that such data can be used only by court decision. 
The procedure for accessing the resources of the Safe City system also deserves regulation that is more detailed. In accordance 
with the Order of the Government of the Russian Federation from 03.12.2014 N 2446-r such an order is determined in accordance 
with the access rights determined by regulatory legal documents and regulations of the relevant federal executive authorities. At the 
same time, specific goals and limits of the system usage are not defined. In our opinion, it is necessary to specify the conditions of 
access to the city video surveillance system in a single legislative act. In particular, to provide for liability for its illegal use for a 
purpose other than the protection of safety and well-being of citizens.  
 

Conclusion 
Summing up, the use of facial recognition technologies to reduce the crime and ensure the interests of citizens has a huge potential 
for development of technology. At the same time, the use of such software carries a certain risk associated with the interference of 
state authorities in the privacy of citizens and the possibility of data leakage (Polyakov, 2019). Thus, in order to implement the 
video surveillance programs in the most effective way, the procedure for working with the database, the subjective composition of 
persons having access to it and responsibility for violation of this procedure should be legally established. In addition, an effective 
method to increase the citizens' confidence in the system of recognition of persons will be the development of educational programs 
on personal data. Bringing to the public these data in accessible format ways will protect them in case of illegal interference with 
privacy (Vasiliev et al., 2019).  
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